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{Label} = true/false {Label} = cat/dogremap the label space

Why is LM performance unaffected by label
remappings during In-Context Learning?
e.g., “true”/“false” to “cat”/“dog”
Using interchange intervention, we find:

1) LMs use an inference function (that
solves the task) and a verbalization
function (that maps the inferred answer
to the label space) 
2) the inference function is invariant to
remappings of the label space 
3) these functions are located
consistently and separately in layers

across tasks, datasets, and models (7B-70B)
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3. Evaluate: Is the output flipped after the intervention?
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1. Remap label spaces and preserve example-label relations
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