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remappings during In-Context Learning?

e.g., “true”/“false” to “cat”/“dog” remap the label space

Using interchange intervention, we find: {Label} = true/false 5 {Label} = cat/dog
e 1) LMs use an inference function (that Hypotheses
solves the task) and a verbalization Causal Inference Infers the representation of the answer to the task
H1 Mechanism Verbalization =~ Maps the answer representation to the label words
function (that Maps the inferred answer H2 Invariance One shared Inference for the same task despite diff. label words

H3 Localization The functions are separately and consistently localized in the model

to the label space)
e 2) the inference function is invariant to

Me thOd Apply Interchange Intervention on representations induced by diff. ICL settings

F i n d i ng S X Inference Verbalization Y

remappings of the label space

e 3) these functions are located H1 v/ |
Input Answer Representation Output
consistently and separately in layers E; ‘j layer 1 lazgjzr i layer n
aCross tasksl datasetsl and models (7 B-70 B) Conduct Interchange Intervention on last token representations

Realize the counterfactual scenarios that would occur only if our hypotheses hold true /

. Model = Gemma-7b Model = Mistral-7B-v0.3 Model = Gemma-2-27b Model = Llama-3.1-70B
1. Remap label spaces and preserve example-label relations | puitines | i

remap the label space

{Label}=true/false ——on 3 {Label}=cat/dog

2. Intervene: Interchange representations across settings

Y true
1t
‘ ‘ true_false (default)
- 4 entailment_not entailment
{Pre}\n{Hyp} \n {Label} {Pre}\n{Hyp} \n {Pre}\n{Hyp} \n {Label} {Pre}\n{Hyp} \n % cat_dog
{Label} = true/false {Label} = cat/dog ——— ® yes_no e % fOO_bar

good_bad 4+ black_white

3. Evaluate: Is the output flipped after the intervention?

Y” ﬂlps frOm dog to YC= cat ConSiStentIy at Certain |ayer5 IMDb positive_negative (default) good_bad e true_false % cat_dog - 3% foo_bar + water_fire
i.e. The intervention flips the answer & preserves the label space

 These layers perform the causal role of

verbalization H1.2 </
¢ Infe rence iS invariant to remappings Of AGNBWS (four—class) world_sports_business_sci/tech (default) - & international_athletics_commerce_innovation
Iabel Spaces H2 « ;: ;z (1)2 a_b_c_d * 1_2_3_4 y % foo_bar_baz_qux
e Verbalization is consistently located in
late layers H3
. Intervention on AGNews Label Words = % cat_dog_deer_bird
complementa ry ExperlmentS: ReconStrUCt TaSkS ICL Accuracy = 0.356 ICL Accuracy = 0.722 ICL Accuracy = 0.409 ICL Accuracy = 0.799

1. Construct alternative tasks w/ example-label relations

Task = Topic classification Task = NLI
{Label} = true/false {Label} = true/false

2. Intervene: Interchange representations across settings

Original true Original Y/ false I
g Y 9 Y Y NLI (default) % detect overlap detect negation

T~ .
T _________ MultiNLI  Label words = true_false Task = % government files vs. fiction % government files vs. telephone recordings

. F,M : W
{Pre}\n{Hyp} \n {Label} {Pre}\n{Hyp} \n {Pre}\n{Hyp} \n {Label} {Pre}\n{Hyp} \n y ///

3. Evaluate: Is the output flipped after the intervention?

Y flips from false to Y .= true consistently at certain layers e These layers perform the causal role of
i.e. The intervention flips the answer & preserves the label space inference Hi.2 \/




